
obtained by genetic analyses for the origin of
modern human variation1 only heightens
their importance. ■

Chris Stringer is in the Human Origins Group 
at The Natural History Museum, 
London SW7 5BD, UK.
e-mail: c.stringer@nhm.ac.uk
1. Ingman, M., Kaessmann, H., Pääbo, S. & Gyllensten, U. Nature

408, 708–713 (2000).
2. Stringer, C. Phil. Trans. R. Soc. Lond. B 357, 563–579 (2002).
3. McBrearty, S. & Brooks, A. J. Hum. Evol. 39, 453–563 (2000).
4. White, T. D. et al. Nature 423, 742–747 (2003).

5. Clark, J. D. et al. Nature 423, 747–752 (2003).

6. Wolpoff, M. & Caspari, R. Race and Human Evolution: A Fatal

Attraction (Simon & Schuster, New York, 1997).

7. Lahr, M. & Foley, R. Yb. Phys. Anthropol. 41, 137–176 

(1998).

8. Hublin, J.-J. in Human Roots: Africa and Asia in the Middle

Pleistocene (eds Barham, L. & Robson-Brown, K.) 99–121

(Western Academic & Specialist Press, Bristol, 2001).

9. www-personal.une.edu.au/~pbrown3/palaeo.html

10.Lieberman, D., McBratney, B. M. & Krovitz, G. Proc. Natl Acad.

Sci. USA 99, 1134–1139 (2002).

11.Rightmire, G. P. in Human Roots: Africa and Asia in the Middle

Pleistocene (eds Barham, L. & Robson-Brown, K.) 123–133

(Western Academic & Specialist Press, Bristol, 2001).

In fundamental physics, our description of
nature involves four forces: gravitational,
electromagnetic, weak and strong. The

strong force is responsible for binding pro-
tons and neutrons inside the atomic nucleus.
Two different theoretical approaches have
been taken in describing the workings of the
strong force and the structure of particles
such as the proton and neutron. The theories
are seemingly at odds with each other, but
steps are gradually being taken to reconcile
the two. Writing in the Journal of High 
Energy Physics, Polchinski and Strassler1 now
dispel worries over an apparent contra-
diction between the theories, by showing
that it isn’t necessarily a contradiction at all.

In the 1960s, experiments on high-energy
collisions between protons revealed a
plethora of other short-lived, strongly inter-
acting particles. Shortly afterwards, a theory
emerged that proposed that all of these 
different particles were particular excitation
modes of a string: as a violin string can
vibrate with different frequencies, these
strings could oscillate in different ways, 
corresponding to the ‘zoo’ of particles that
was observed. This ‘string theory’ proved
useful in explaining some aspects of the
masses and spins of the particles.

But further experiments carried out
through the 1970s showed that protons are
not fundamental particles. In the same way
that, much earlier in the century, Rutherford
had shown that the atomic nucleus was
much smaller than an atom, experimenters
showed that protons, and neutrons, have
small point-like constituents. This didn’t fit
with the theory of protons as strings, which
are extended objects. In fact, these experi-
ments led to a new description of the strong
interaction in terms of point-like quarks and
gluons, through a theory called quantum
chromodynamics (QCD). 

As the electron carries an electric charge,

quarks and gluons carry a new type of
charge, called ‘colour’ (hence ‘chromo-
dynamics’). The gluons transmit the strong
force between quarks in much the same way
that the photon transmits the electro-
magnetic force between electrons and other
charged particles. To describe the strong
force we need three ‘colours’ — three differ-
ent types of charges, usually designated ‘red’,
‘green’ and ‘blue’. The validity of QCD has
been spectacularly confirmed by experi-
ments at high energies in particle colliders.
But, despite this success, it is still remarkably
hard to do theoretical calculations with QCD
at low energies. And that’s exactly where
things should get interesting: at low energies,
the colour flux lines form bundles of energy

that should behave like a string — a tantaliz-
ing connection from QCD to string theory.
These strings, made of gluons, bind the
quarks together. 

In fact, in the 1970s, Gerard ’t Hooft2

showed that QCD becomes a theory of free
(non-interacting) strings if the number of
colours is infinite. This simplifies the theory
considerably. Strings still exist in the three-
colour version of QCD, but in this case the
strings are interacting. No way has yet been
found to simplify QCD into a free-string 
theory, but it could be the key to understand-
ing many low-energy properties of particles
that interact through the strong force, and in
particular for deriving a curious property of
QCD, called confinement. No one has ever
observed a free quark, because colour-
charge-bearing objects such as quarks and
gluons are subject to confinement: in other
words, as two quarks are gradually separated
the attractive force between them due to
their colour charges remains constant; this
contrasts with the more familiar forces in
electromagnetism and gravity that fall off
with the square of increasing distance.

The way forward has been signalled by
work on strings in ‘QCD-like’ theories3–5. A
surprising and counterintuitive feature of
these strings is that they move in more than
the familiar four dimensions of everyday life
— three spatial dimensions and one of time.
Even though the gluons that make up the
strings move in four dimensions, the string
itself moves in five dimensions. Polchinski
and Strassler1 now show that this fact is a 
crucial element in reconciling the string 
picture and the point-like behaviour seen in
high-energy collisions.  

The strings move in a five-dimensional
curved space-time with a boundary. The
boundary corresponds to the usual four
dimensions, and the fifth dimension
describes the motion away from this bound-
ary into the interior of the curved space-
time. In this five-dimensional space-time,
there is a strong gravitational field pulling
objects away from the boundary, and as a
result time flows more slowly far away from
the boundary than close to it. This also
implies that an object that has a fixed proper
size in the interior can appear to have a differ-
ent size when viewed from the boundary
(Fig. 1). Strings existing in the five-dimen-
sional space-time can even look point-like
when they are close to the boundary.
Polchinski and Strassler1 show that when an
energetic four-dimensional particle (such as
an electron) is scattered from these strings
(describing protons), the main contribution
comes from a string that is close to the
boundary and it is therefore seen as a point-
like object. So a string-like interpretation of a
proton is not at odds with the observation
that there are point-like objects inside it. 

Because the theory that describes the
interior of the five-dimensional space-time
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Into the fifth dimension
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Particles such as the proton can be imagined as vibrating strings. We also
know that protons contain smaller, point-like particles, going against the
string theory. But in five dimensions, the contradiction disappears.
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Particle in four dimensions

Four-dimensional
space-time

Fifth dimension

String

Figure 1 Strings, particles and extra dimensions.
Strings moving in the fifth dimension are
represented in the everyday world by their
projection onto the four-dimensional boundary
of the five-dimensional space-time. The same
string located at different positions along the
fifth dimension corresponds to particles of
different sizes in four dimensions: the further
away the string, the larger the particle. The
projection of a string that is very close to the
boundary of the four-dimensional world can
appear to be a point-like particle. 
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includes gravity, there are other interesting
consequences of this line of argument. One
of the most striking is the following. In QCD,
when the temperature reaches sufficiently
high values (above 1012 K), a phase transition
occurs and quarks and gluons are no longer
confined — instead, a ‘soup’ of free particles
is formed, called quark–gluon plasma. In the
five-dimensional theory, this transition also
corresponds to the formation of a black hole
in the interior. Our knowledge of black holes
can then tell us something about quark–
gluon plasma. In addition, the QCD–string
theory provides a simple explanation for an
interesting feature of black holes — the
Bekenstein–Hawking entropy. This entropy,
a measure of the number of possible quan-
tum microstates, arises from the thermody-
namic properties of a black hole (which are
also at the root of Hawking radiation).
Counting these microstates to work out the
entropy has proved a major challenge in the-

ories of quantum gravity. But in the five-
dimensional theory, the black-hole entropy
becomes just the entropy of the plasma of
quarks and gluons. 

There is an intimate connection between
the physics of strong interactions and both
string theory and quantum gravity. Hope-
fully, in the next few years a string-theory
description for real-world QCD will emerge,
making it possible to perform computa-
tions in a relatively simple way. And perhaps,
beyond that, we might even arrive at a QCD-
like theory that can describe gravity. ■
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If there is any truth to the adage that 
‘practice makes perfect’, we should cer-
tainly be near perfect at recognizing 

common words. As young children, we are
taught first to recognize letters, and shortly
thereafter words, and then for the rest of 
our lives we practise word recognition every
day — the average literate person has read, 
at a conservative estimate, a hundred million
words by the age of 25, thereby practising 
the recognition of each common word many
hundreds of thousands of times. None-
theless, on page 752 of this issue, Pelli, Farell
and Moore1 show that word recognition is
surprisingly inefficient relative to letter
recognition. This finding, which is surely 
not unique to words, implies that the neural
learning mechanisms that are involved in
pattern and object recognition are severely
limited in their capabilities.

To measure the efficiency of word recog-
nition, Pelli et al.1 used the powerful tools
and logic of ideal-observer analysis2–6. At the
heart of this method is the concept of the
‘ideal observer’ — a theoretical device that
achieves the best-possible performance in a
perceptual or cognitive task, given the avail-
able information and constraints. Perceptual
and cognitive tasks generally involve pro-
cessing noisy physical or neural signals
under conditions of uncertainty, and so ideal
observers are typically derived using the 
concepts and methods of Bayesian statistics.

Pelli and colleagues’ study elegantly
demonstrates the value of this type of analy-
sis. First, derivation of the ideal observer
forces one to rigorously specify the task at
hand and to determine at least one specific
mechanism for achieving optimal perfor-
mance. Here, the task was to identify words
or letters embedded in spatial white noise
(top of Fig. 1). In each trial, a word was ran-
domly picked from a set of possible words,
given a particular contrast, and then added
to a random sample of noise; the contrast
determined how well the word stood out
against the noisy background. 

One type of mechanism that achieves
optimal word recognition in this task is the
‘template matcher’ (Fig. 1, left path). This
mechanism stores an exact copy (a template)
of each target (such as a word) that could
appear in a stimulus. To identify a particular
target, the template matcher calculates how
well each point on the target corresponds
with each point on each stored template, and
identifies the target as the template that gives
the highest correlation7. (If the various tar-
gets do not occur with equal probability,
then each correlation is adjusted according
to the target’s probability.) Many neurons
that are found in the first stages of the visual
pathway can be modelled, to a first approxi-
mation, as template matchers.

The second benefit of ideal-observer
analysis is that ‘ideal’ performance provides

an appropriate benchmark against which to
compare human performance. In Pelli and
colleagues’ work1, it makes it possible to rig-
orously answer the question of whether
practice makes perfect, by providing a pre-
cise description of ‘perfect’ performance.
The performance of a human observer rela-
tive to the ideal is called the efficiency. In this
case, the efficiency equals the squared con-
trast of the target at which it can be identified
by the ideal observer with some given level of
accuracy (for instance, 70% correct), divided
by the squared contrast required for the
human observer to identify it with the same
level of accuracy. Pelli and colleagues’ main
finding is that human observers’ efficiency 
at recognizing words declines drastically 
as word length increases. Specifically, if a 
person’s efficiency at recognizing single 
letters is F, then their efficiency at recognizing
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Practice doesn’t make perfect
Wilson Geisler and Richard Murray

It may seem counterintuitive, but we are not very efficient at recognizing
even the most common words. This finding suggests strict limits on how
flexible we are in learning to recognize new patterns.

Sub-letter
feature

identification

Weak-feature
suppression

1

0
0 1

Noisy stimulus
(CAB or OUR)

Identification
decision

No decisions
or suppression

Word
model

Sub-letter
model

Figure 1 Why are we so inefficient at recognizing
words? An efficient word-recognition
mechanism, such as a template matcher (left
pathway), might integrate information over 
the entire stimulus. As more and more letters 
are added to a word, the template matcher can
identify the word at lower and lower contrasts.
On the other hand, a mechanism that suppresses
weak neural responses to letters or parts of
letters (sub-letter features; right pathway) 
sets a lower limit on the contrast at which 
words can be identified: below the suppression
threshold, the stimulus is simply not visible.
This threshold is represented in the graph by 
the point at which the curve relating input 
(x-axis) to output (y-axis) begins to increase.
Consequently, the addition of more and 
more letters does not mean that words can be
identified at lower and lower contrasts. Pelli 
et al.1 have found that our ability to recognize
words decreases rapidly as word length
increases, implying that the brain does not work
as a ‘template matcher’. They argue that instead
it functions more like the right pathway.
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